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A Novel Contingency-Aware Primary Frequency
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Abstract—The ever-growing trend of Converter-Interfaced Gen-
eration (CIG) integration in electrical power grids has led to
a tremendous concern about systems’ inertia, stability, and fre-
quency regulation effectiveness. During contingencies, like the loss
of a large generator, the primary frequency control is deployed to
compensate for the frequency drop. However, as CIG penetration
grows, traditional primary frequency control becomes less effective
in mitigating significant post-contingency frequency deviations. To
address this problem, we introduce a novel control framework that
fully utilizes the proportional primary frequency control concept
manifested in the contingency-aware control discontinuity. The
proposed framework collects information about the disturbance
and redistributes control gains according to the pre-calculated op-
timal strategy employing dynamic properties of both synchronous
generation and CIG. It incorporates a novel frequency security
assessment using frequency majorant functions, providing a con-
servative low boundary estimate of the frequency nadir. Numerical
studies demonstrate that this proposed control strategy reduces
nadir deviation by 49 % and shortens the transient period by 30%.
Furthermore, we illustrate the optimization of droop control gains
considering CIG characteristics, such as location and inertia, to
enhance system stability by allowing CIGs to perform primary
frequency control functions from synchronous generators.

Index Terms—Contingency-aware control, converter-interfaced
generation, primary frequency control.

Manuscript received 27 April 2023; revised 8 October 2023; accepted 19
November 2023. Date of publication 12 December 2023; date of current version
20 June 2024. This work was supported by the Ministry of Science and Higher
Education of Russian Federation through the AMPaC Megagrant Project under
Grant 075-10-2021-067, Grant Identification code 000000S707521QJX0002.
Sections VI and VII were prepared as a part of UNIFY Project supported by
Russian Science Foundation, under Project 22-49-02065. Paper no. TPWRS-
00618-2023. (Corresponding author: Oleg Olegovich Khamisov.)

Oleg Olegovich Khamisov is with the Center for Energy Science and Tech-
nology, Skolkovo Institute of Science and Technology, 121205 Moscow, Russia
(e-mail: oleg.khamisov@skoltech.ru).

Mazhar Ali is with the Department of Electrical and Computer Engi-
neering, University of Central Florida, Orlnado, FL 32816 USA (e-mail:
mazhar.ali@ucf.edu).

Timur Sayfutdinov is with the School of Advanced Technology, Xi’an
Jiaotong-Liverpool University, Suzhou 215000, China (e-mail: tsaifutdinov@
gmail.com).

Yan Jiang is with the Department of Electrical and Computer Engineering,
University of Washington, Seattle, WA 98195 USA (e-mail: jiangyan @uw.edu).

Vladimir Terzija is with the School of Engineering, Merz Court E4.41,
Newcastle University Newcastle, NE1 7RU Newcastle upon Tyne, U.K. (e-mail:
vladimir.terzija@ncl.ac.uk).

Petr Vorobev is with Nanyang Technological University, Singapore 639798
(e-mail: petrvorob @gmail.com).

Color versions of one or more figures in this article are available at
https://doi.org/10.1109/TPWRS.2023.3339596.

Digital Object Identifier 10.1109/TPWRS.2023.3339596

, Graduate Student Member, IEEE, Timur Sayfutdinov
, Vladimir Terzija

, Member, IEEE,
, and Petr Vorobev

NOMENCLATURE

CCL Current Control Loop.

CIG Converter-Interfaced Generator.

COI Center-of-Inertia.

DAE Differential-Algebraic Equations.

D.C. Difference of Convex Functions.

FFC Fast-Frequency Control.

MPC Model Predictive Control.

PLL Phase-Locked Loop.

TSO Transmission System Operator.

VSC Voltage Source Converter.

Variables

P Line power flows.

p° Nodal power injections at buses.

p™” Mechanic power injections at generators.

p®’&  Power outputs of CIGs.

r Droop coefficients vector.

Xq Algebraic state variables.

X4 Differential state variables.

0 Bus phase angles.

om Phase angles measurements.

w Deviations of bus frequencies.

w™ Frequency deviations measurements.

() Auxiliary PLL variables.

Sets

R Set of real numbers.

N Set of buses.

Ny Set of synchronous generators.

N, Set of load buses.

N3 Set of CIGs.

Q Set of lines.

R Set of optimal droop coefficients vectors.

P Set of disturbance vectors.

Parameters

A State-space matrix.

B Diagonal matrix of line parameters.

C Incidence matrix of the graph.

D Diagonal matrix of generators mechanical damping
coefficients and frequency-dependent loads coeffi-
cients.

I Identity matrix.

K’ Matrix of PLL integral coefficients.

K? Matrix of PLL proportional coefficients.

Ly Diagonal matrix of ones for indexes N1 N N3.
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Lo, Diagonal matrix of ones for indexes N3 N N.
M Diagonal matrix of matrix generators inertia con-
stants.
d

Disturbance vector.

TG Diagonal matrix of current control time constants.

T Diagonal Matrix of turbine time constants.

T Diagonal Matrix of governor time constants.

tmax Time frame for the largest frequency deviation.

v Governor valves positions.

p Vector of all ones.

Functions

F(r) Frequency security assessment based on exact fre-
quency nadir.

Fa(:) Function denoting a algebraic equations set.

Fd(:)  Function denoting a differential equations set.

M(t,r) Frequency majorant function.

G(r) Frequency security assessment based on frequency

majorant function.

1. INTRODUCTION

HE modern electric power industry is undergoing a mas-
T sive transition driven by the imperative to address clean
energy targets. Over the last decade, most countries have set
ambitious goals to reduce their carbon footprints drastically,
marking a pivotal shift in the power grid landscape. This
paradigm shift is reinforced by the recent developments in power
electronics technologies, which have paved the way for the
extensive integration of Renewable Energy Sources based on
Converter-Interfaced Generators (CIG) [1]. This development
has impacted the dynamics of power systems predominantly,
reducing overall system inertia and fault levels. It has also
negatively impacted the effectiveness of power system balancing
services, notably frequency regulation frameworks [2].

The most severe frequency deviations transpire after a critical
active power imbalance, typically resulting from a sudden loss
of a generator, disconnection of an inter-tie line, or connec-
tion/disconnection of large loads. As a result, the system’s fre-
quency starts to deviate from its nominal value, either dropping
or rising. In response to these deviations, primary frequency
control is activated to recover frequency without violating statu-
tory limits [3]. Once the system stabilizes at a new steady state,
the secondary frequency control indemnifies frequency to its
nominal value [4]. After the primary frequency control response,
a new steady-state frequency is achieved, which depends on
the magnitude of the active power imbalance and the primary
frequency control loop settings of all the generators involved.

Immediately after a contingency event, such as the loss of a
large generator, the system’s inertia level plays a crucial role
in shaping the transient period. During this phase, the system
frequency initially drops to its minimum value referred to as
the frequency nadir.! Subsequently, the frequency starts to re-
cover due to the primary frequency control actions. According
to principles of system dynamics, systems with lower inertia

The most critical dynamic feature of a power system resilience is the fre-
quency nadir, which indicates a minimum post-contingency system frequency.
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Fig. 1. Frequency profiles of a power system with different inertia levels.
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Fig. 2. Frequency deviation for generator 5 (black curve), generator 1 (blue
curve), and the Center-of-Inertia (COI) frequency (red curve).

have larger frequency nadirs and oscillations of the frequency
profile [5]. Fig. 1 illustrates this attribute with a power system
of different inertial levels. It is observable that a low-inertia
system exhibits a considerably larger frequency nadir compared
to a system with standard levels of inertia.

As the modern electric grid will gradually decommission
conventional synchronous generators in favor of the high pene-
tration of converter interfaced generation, substantial deviations
in frequency nadirs are inevitable. In a multi-machine power
system, individual generator frequency drop depends on the
electrical proximity to the imbalance location and its inertial
nature. Therefore, the dominant frequency deviation location
hinges on the imbalance location and the generator’s inertial
properties.

To illustrate this point, let us consider the dynamics of an
IEEE 39-bus network with a power imbalance location at Bus
30, as outlined in [6]. Fig. 2 depicts the spatial characteristics
of the system frequency such that the variation between one
of the two generator frequencies is easily observable. In this
case, generator 5 exhibits large frequency nadir deviations in
its frequency profile. This is due to the proximity of generator
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5 to the region of imbalance caused by the lost generation, in
contrast to generator 1.

In determining primary frequency control parameters, the
Transmission System Operator (TSO) ensures that system fre-
quency lies within the operational (i.e., == 0.2 Hz) and statutory
(i.e., = 0.5 Hz) limits [7]. Consequently, dynamic studies are re-
quired to confirm that statutory limits for the frequency deviation
remain within the bounds for the most severe frequency events,
which tend to be system-specific. Any violation could lead
to the System Integrity Protection Schemes response, such as
under-frequency load-shedding. In some scenarios, the system
might infringe on a sequence of cascading events, potentially
leading to a system blackout [8]. With the growing penetration of
CIGs, the entire system operation has become more challenging.
Therefore, there is an urgent need to develop more robust and
effective control strategies to minimize frequency deviations
from the nominal value.

A review of modern control methods for frequency control
can be found in [9] and from the context of large-scale dynamic
system control from [10]. An exhaustive literature search reveals
the following notable works.

The first set of contributions includes Primal-Dual methods
to determine the optimal steady-state of a power grid from a
frequency control perspective. These techniques utilize a contin-
uous optimization algorithm, such as gradient descent, to find the
optima of the corresponding optimization problem. A two-stage
distributed gradient descent/ascent algorithm was introduced, as
described in [11], [12], to execute both frequency control and
congestion management problems. The interior-point method
was proposed in [13], [14] for frequency control in star and
tree-topology grids, respectively.

The second category comprises Proportional Integral control-
based approaches, where an integral component is introduced
to the conventional droop control scheme to improve system
dynamics. In addition to the novel control scheme, in [15], [16],
control efficiency is mainly increased by utilizing information
about frequency deviations from the neighboring buses. In [17],
adaptive control gains are proposed to reduce the cost of the
control actions.

The quadratic regulator design techniques constitute addi-
tional efforts to improve frequency control. These approaches
aim to derive solutions by analyzing the transient dynamics of
power grids. In [18], [19], [20], Automatic Generation Control is
enhanced to operate in low-inertia systems. In these works, au-
thors optimize the integral of frequency deviation norm squared
over a time interval from zero to infinity.

The Virtual Inertia concept is also worth mentioning for the
CIGs, where power electronics devices emulate the synchronous
generator dynamics. For example, in [21], [22] Virtual Inertia
concept was applied to fully-rated converter wind turbines,
Doubly-fed Induction Generator wind turbines in [23], Photo-
voltaics in [24], Electric Vehicles in [25], and other Distributed
Energy Resources in [26].

To address rapid frequency response in low inertia grids, [27],
[28] introduced Model Predictive Control (MPC)-based Fast-
Frequency Control (FFC) techniques. In [27], centralized and
decentralized MPC-based FFC for low-inertia grids with Voltage
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Source Converters (VSCs) were introduced. These approaches
are activated in response to significant disturbances to ensure that
frequency deviation and the Rate of Change of Frequency remain
within operator-defined limits. The study enhances frequency
prediction using Center-of-Inertia (COI) frequency dynamics
from [29] and estimates the parameters of the frequency re-
sponse model based on historical data. Additionally, it improves
computational efficiency for decentralized MPC through offline
explicit solution schemes.

In the decentralized MPC [27], each VSC utilizes local mea-
surements and offers spatially proportional support for distur-
bance mitigation. Consequently, converters located closer to
the disturbance provide more support to reduce stress on the
transmission lines and minimize losses. Similarly, [28] provides
an improved MPC-based FFC method for frequency response
with Energy Storage Systems. The MPC identifies Inertial Re-
sponse time during the primary frequency response for improved
parameter estimation. This approach can restore frequency to the
initial synchronous state and is robust against parameter changes
and communication delays. These MPC techniques act as an
auxiliary layer for enhancing primary frequency response in low
inertia power systems. However, their implementation comes
with challenges such as computational complexity, suscepti-
bility to communication disruptions, and the need for precise
modeling and tuning for optimal performance.

Finally, it is also noteworthy to highlight the potential of
machine learning and artificial intelligence techniques in various
aspects of power system control and management, including
primary frequency control [30], [31], [32], [33]. Existing tech-
niques fall short in explicitly modeling power systems with
CIGs. These methods integrate a conventional frequency se-
curity assessment within an optimization problem to minimize
frequency deviations following a disturbance. These assess-
ments rely on COI dynamics or direct nadir assessment using
oscillatory frequency trajectories.

However, as converter interfaced generation penetration
grows, substantial post-contingency frequency profiles are ex-
pected due to the reduced overall system inertia. Thus, the COI-
based assessments prove inadequate for accurately capturing
post-contingency frequency dynamics. The COI estimates are
primarily influenced by the overall system’s inertia, overlooking
the individual generator frequency oscillations that can signif-
icantly impact frequency nadir. It provides a rough estimate of
particular bus frequency behavior, focusing on dominant low-
frequency modes driven by power imbalances while neglecting
smaller participation factor modes contributing to additional
oscillations.

Additionally, a direct nadir assessment using oscillatory fre-
quency trajectories poses computational challenges. These in-
clude constrained optimization using zero-order methods due to
the multiple extrema nature of the frequency contours. It entails
the potential identification of local optima and the risk of miss-
ing instances of system instability when high-gain proportional
controllers are applied over limited time interval.

This work introduces a novel “Piece-wise Proportional and
Location-sensitive Primary Frequency Control” (PILOT) frame-
work capable of exploiting information about the grid topology
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and CIG dynamics. Within this framework, a power system
model that includes CIG dynamics is integrated. It introduces
a robust frequency security assessment approach using a novel
frequency majorant function, which provides a more conserva-
tive estimate of the frequency nadir compared to the traditional
COI ' model. This majorant function yields a uni-modal conserva-
tive lower boundary for each machine’s actual multi-extremum
frequency in the power system. Unlike the COI dynamics, it
considers all system modes, ensuring a more reliable frequency
estimate. Furthermore, the mathematical properties of the ma-
jorants also lead to computationally tractable optimization, re-
ducing computational complexity and burden compared to exact
direct nadir assessment.

The PILOT framework leverages the ‘“offline optimiza-
tion/computations and online action-matching” configuration to
execute the enhanced primary frequency control. It comprises
two main stages: planning and control. Before the real-time
operation, the planning stage simulates all possible faults that
may occur in the system, and derives a vector of control gains
(one per generator) that would ensure the lowest possible nadir
in the system’s post-contingency dynamics.

The control phase continuously monitors the system’s state.
During the contingency event, it determines the location of a dis-
turbance based on the data collected. Subsequently, for a specific
disturbance location, it dynamically adjusts the pre-computed
droop gains for generators and CIG in real-time to ensure
optimal primary frequency response to a given contingency.
This data-driven control approach offers a significant reduction
of frequency deviation utilizing fast converter response despite
the complicated dynamics of the power grids with high CIG
penetration.

The PILOT framework operates in a centralized way. How-
ever, centralized communications are required only during the
planning stage and monitoring step of the online stage. After
the disturbance location is identified, the control operates in a
decentralized way similar to a standard proportional control.
As a result, PILOT explicitly minimizes frequency deviations,
without requiring large amounts of data to be exchanged in
on-line stage. In comparison, aforementioned distributed control
approaches [11], [12], [13], [14] utilize continuous versions
of different optimization methods, which allow convergence
to a desired steady state, but do not guarantee safe transient
performance.

The theoretical results for the PILOT framework are validated
with case studies employing detailed sub-transient reactance
generator and multistage-turbine models from Power System
Toolbox [6], along with explicit models of interfacing converters
as presented in [34]. An IEEE 39-bus network served as a bench-
mark to illustrate the effectiveness of the proposed framework.
The results highlight that the proposed PILOT framework leads
to a 49% reduction in frequency nadir deviation and a 30%
reduction in the transient period. Additionally, studies demon-
strate that low inertia power grids can substantially improve
system stability when optimizing the droop control gains based
on the characteristics of each CIG, including their location and
dynamics. The key contributions within the proposed PILOT
framework are as follows,
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1) A contingency-aware piece-wise proportional primary
frequency control that dynamically adjusts droop control
gains for an optimized response to specific disturbances.

2) An improved frequency security assessment based on the
novel frequency majorant function, a uni-modal conser-
vative estimate of each machine’s actual multi-extremum
frequency by accounting for all the system modes.

3) A computationally tractable optimization formulation to
calculate optimal proportional control gains for a given
disturbance, incorporating characteristics of both tradi-
tional generation and CIG.

4) Demonstrated the potential of CIGs to assume control
of primary frequency response from the traditional syn-
chronous generators, resulting in improved grid stability.

The paper structure is as follows: Section II presents a math-

ematical model describing power grid frequency dynamics and
the associated challenges in nadir minimization. Section III
presents two algorithms outlining the planning and operation
stages of the proposed control algorithm. Section IV provides
the linearized dynamical model of the system for use in the
planning stage. Section V covers the derivation of the compu-
tationally tractable nadir assessment. Section VI describes the
optimization procedure for the planning stage of the controller.
Section VII includes numerical validation of the proposed algo-
rithmic framework and a comparison to virtual inertia approach
for a nonlinear detailed power system model. Finally, conclu-
sions are provided in Section VIIIL.

II. MATHEMATICAL MODELING AND PRELIMINARIES

Let us consider a multi-machine electrical power system as a
directed connected graph I' = (N, Q). Here, N = {1,...,n}
represent a set of “n” buses (vertices) and Q denotes the set
of “q” lines (edges). The set N consists of two disjoint sets: a
set of “n;” synchronous generators denoted by N; C N, and
a set of “ny” loads described by N9 C N. In addition, some
of the buses (both loads and synchronous generators) can have
Converter-Interfaced (CI) generators. We denote the correspond-
ing set as N3 C N with “n3” elements. The general dynamics
of the power grid can be represented by a Differential-Algebraic
Equations (DAE) model with m -differential and m,-algebraic
equations:

(1a)
(1b)

Xd = fd (Xd7Xa7r7pd) )

0="7F, (xd,xa,r,pd) :

Here, Fy:R(matmatntnitns) _ Rma depotes the my-
number of differential equations representing dynamics
of the synchronous machines and CIGs. While F, :
R(matmatntnitns) _, Rme constitutes nonlinear algebraic
equations which are mainly load flow equations. Both F4 and
JF, represent a smooth map, i.e., continuously differentiable.
In (1), vector x4 € R™? represents dynamic state variables
like bus frequency deviations, generators’ rotor angles and angu-
lar velocities. While, vector x, € R™« refers to algebraic state
variables vector namely voltage magnitudes and phase angles.
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Finally, r € R™ "3 represent a vector of droop coefficients and
p? € R™ %72 is a disturbance vector.

Within this setup, vector of frequency deviations w is a
subvectorof (x,x, )" . Therefore, frequency nadir as a function
of droop coefficients can be defined as,

F(r) = i(t, )l 2
(r) max max |w(t, )| 2

In (2), timax defines the length of the time horizon during which
the largest frequency deviation transpires. This time horizon can
vary from seconds to minutes depending upon various factors,
most notably the overall damping characteristics of the system
and the given contingency nature [35], [36]. Ideally, one would
like to minimize the frequency nadir after a disturbance as,

Hin, FO), ®
However, such direct optimization is challenging because:

1) Trajectories w;(t,r) are defined by a nonlinear DAE
model (1). Thus, an analytic solution is usually not avail-
able. The objective function in (3) can only be treated as
a non-differential (due to maximization over %) black box
function, and optimization is limited to a zero-order ap-
proach. Due to the oscillatory nature of the frequency, this
function has multiple extrema, and zero-order methods
efficiency is severely limited.

2) In numerical simulations, the inner maximum over ¢ can
be considered only over a limited interval. It is generally
known that high-gain proportional controllers can cause
system instability, which may go undetected during such
a short observation time.

3) The numerical solution of (1) is a computationally ex-
pansive task. Therefore, the optimization procedure and
calculating inner maxima are numerically expensive.

The direct nadir optimization problem (3) yields a number of

both analytical and numerical challenges. The methodology to
overcome the latter is given in the following section.

III. PIECE-WISE PROPORTIONAL AND LOCATION SENSITIVE
PRIMARY FREQUENCY CONTROL ALGORITHM

A novel nadir optimization approach for primary frequency
control is presented in this section to overcome the computa-
tional challenges associated with direct optimization (3). The
proposed framework is referred to as the “Piece-wise Pro-
portional and Location-sensitive Primary Frequency Control”
(PILOT) framework. The PILOT algorithmic structure com-
prises two algorithms. The Algorithm 1 is an offline action
focused on calculating the optimal primary frequency system
response for each contingency from a predefined set P?¢ =
{p? p® ... p?™>*}, The online Algorithm 2 monitors the
system state in real-time and delineates control gains according
to the pre-calculated primary response strategy. The set P¢
consists of contingencies that Algorithm 2 identifies during
online operation. The algorithms themselves do not impose any
limitations on the set P”. However, the disturbance type must
be recognizable in real time during the operation of Algorithm 2.

IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 39, NO. 4, JULY 2024

Algorithm 1: Optimization of Control Parameters.

Input: Functions F4 and F,, set P of disturbance
vectors p? (one for each credible contingency).

Output: Mapping Q : P? <> R? between disturbances
and vectors of control coefficients for optimal response.

Algorithm steps:

Step 1: For each p? € P? perform steps 2 to 6; Exit;

Step 2: Calculate state matrix A (r) by linearizing
system (1).

Step 3: Derive a function estimating the maximal
frequency deviation G : R™ — R such that

G(r) = F(r);
Step 4: Solve
min,.cgny+n; G(r), (4a)
max {R(eig(A(r)))} < —& (4b)

Step 5: Verify that the obtained solution r* using the full,
nonlinear DAE model (1);
Step 6: Define map, Q(pd) £ p*.

One approach involves using vectors corresponding to sig-
nificant credible contingencies at each bus. Additionally, as
shown in [37], the integral of the disturbance vector can be
determined using only frequency and electrical power inte-
gral measurements. Moreover, if the grid has extensive me-
tering equipment like phase measurement units, disturbances
can be identified with high precision, as depicted in [38]. A
summary of both algorithms is provided here, followed by a
detailed discussion of the algorithmic steps in the subsequent
sections.

All steps outlined in the Algorithm 1 aim to overcome com-
putational challenges associated with direct optimization (3).
Step 1 initiates with a disturbance vector p? from the set of
disturbances P?. It executes steps 2 to 6 to calculate the cor-
responding optimal droop coefficients vector r*. In step 2 of
the Algorithm 1, a linearized system matrix A (r) is derived to
reduce the computational complexity for subsequent steps. In
step 3, the formulation of the assessment function “G(r)” leads
to a considerable reduction in computational complexity and
computation burden. The function G(r) is based on the novel
frequency majorant function, which provides a conservative low
boundary estimate of the frequency nadir of each machine. It
is important to note that no technique guarantees escape from
the local minima of a black box function. Therefore, reducing
the number of local minima is pivotal for achieving good opti-
mization results. Subsequently, it will be demonstrated that the
function G(r) exhibits fewer local optima than the objective
function in (3).

In step 4, we employ a zero-order optimization method to
solve (4a) with eigenvalues constraint (4b). Since the matrix
A(r) is a linearization and can provide an approximation of the
real system dynamics due to parameter variations, a threshold
denoted as “e” was introduced to serve as a stability margin for
the algorithmic process.
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Algorithm 2: Frequency Control.

Input: Disturbance vector pd, default control vector rV.
Output: Control vector r.

Algorithm steps:

Step 1: If p? & P? set r to default value r’; Exit;

Step 2: Set r = (p?); Exit;

Finally, step 5 utilizes a detailed dynamical model of a multi-
machine power grid to validate the optimization results. To
conclude, Algorithm 1 serves the purpose of creating a map-
ping, referred to as §2, between credible contingencies p? € P?
and control vectors r € R%. Here, P% and R? refer to the
sets of credible contingencies and control coefficient vectors,
respectively. Once this mapping is established, it facilitates
the real-time implementation of a new piece-wise proportional
primary frequency control strategy. Algorithm 2 is specifically
tailored for driving this control objective. In this context, the
algorithm already has access to pre-computed optimal droop
control values. Thus, whenever the system encounters a credi-
ble contingency originating from P, it readily substitutes the
corresponding optimal control vector from R within the droop
control system.

The two stage approach, utilized above is aimed to minimize
computational complexity of real-time operation of Algorithm
2, while performing detailed optimization in Algorithm 1. Both
algorithms require centralized implementation, However, online
stage exchanges information only during step 1, when vector of
control gains is chosen. Further operation is completely decen-
tralized. In the following sections, we describe all the critical
steps of Algorithm 1 in more detail.

IV. SYSTEM LINEARIZATION AND MATRIX A (r)

A classical generator model [4] is used for the linearized
system “A(r)” at step 2 of Algorithm. 1. This model assumes
synchronous generators with turbines and governors. Given that
frequency variations remain minimal compared to the nominal
frequency, even in the aftermath of significant contingencies,
linearizing the DAE model (1) around an equilibrium point is
justified. During power imbalance scenarios, voltage changes
are typically minimal. Hence, we assume that the voltage magni-
tudes atall buses are 1 per unit (p.u.). The CIGs are represented as
linear Phase-Locked Loop (PLL) and first-order Current Control
Loop (CCL) converters.

Under these assumptions, the following model describes the
frequency dynamics of the multi-machine power system as,

0=w (5a)
M, = — Dn,wn, — PR, +P™ + PR, + LiPR N,
(5b)

Ttpm, - pm Tv (5¢)
TV = — v — diag(ry, ..., Ty, )wn, (d)

0 = — Dn,wnN, — PX, + P&, + LoPN SN, )

a
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0=BC76 — p, (6b)
0=Cp—-p° (6¢)
Y =wn, — W™ (7a)

w" =K' + KP(wn, —w™) (7b)

TCIGCIG _

P pCIG_diag(rnri-la S 7rn1+n3)wm (70)

Here, sets in lower indices are used to denote corresponding
sub-vectors and row sub-matrices. All the state variables, in-
cluding p and p®, represent the deviations of the corresponding
quantity from its steady-state value. In the DAE model (5)—(7),
(5) consist of a classical generator model described by (5a) and
(5b), as well as second-order turbine and governor models given
by (5¢) and (5d). The system (6) consists of algebraic equations.
Equation (6a) characterizes frequency-dependent loads, while
(6b) and (6¢) represent linearization of Kirchhoff’s laws. Inverter
dynamics are defined by (7). Specifically, (7a) and (7b) pertain
to the PLL, while (7c) outlines the CCL.

Details about variables in the system (5)-(7) are as follow:
0(t) € R™ — bus phase angles; w(t) € R™ — deviations of
bus frequencies from the nominal value; p™(¢) € R™* — me-
chanic power injections at generators (on top of the steady state
power); p¢(t) € R™ — electrical powers at buses; p(t) € R?
— line power flows; v(¢) € R™ — governor valves positions;
0" (t) € R™ — phase angles measurements obtained by PLL;
w™(t) € R™ — frequency deviations measurements; ) (t) €
R™s — auxiliary PLL variables; p©/%(t) € R — CIG power
output.

Parameters of the system have the following meanings: Lj
and Ly are diagonal matrices with ones in indexes that be-
long to N; N N3 and N2 N N3 respectively and zeros on
other places; M = diag(My, ..., M, ) > 0 is matrix of gen-
erators inertia constants; D = diag(Dq,...,D,) = 0 are the
mechanical damping coefficients of generators and coefficients
for frequency dependent loads; T* = diag(T4,..., T, ) and
TV = diag(T7,..., T}, ) are turbine and governor time con-
stants respectively. K? , K" € R"#*"3 are PLL proportional and
integral coefficients; B = diag(B1,...,B,) > 0 are line pa-
rameters that depend on line admittance and steady-state angle
differences [39]; C is the incidence matrix of the graph; TCIG =
diag(T{?¢, ..., TSIC) is diagonal matrix of current control
time constants. p¢ € R™ is a vector of power disturbances at the
network buses.

The system described by (5)-(7) constitutes a set of DAE with
non-singular submatrix of the algebraic connections. Therefore,
itis possible to transform this system into one composed entirely
of differential equations. This transformation involves excluding
load buses using Kron reduction [40], and for the remaining
algebraic equations, simple exclusion of variables p and p¢
can be applied. Finally, we can write the system (5)-(7) in the
following compact form:

% = A(r)x + P%. @®)
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Here, x € R™ is the vector of states, A € R™*"™ is the state
matrix, the vector r € R™*"3 denotes the set of system pa-
rameters (inertia, turbine, and governors time constants, droop
coefficients, etc.), and P¢ € R™ is the vector that contains p®
after Kron reduction.

A standard approach for frequency security assessment of the
system (5)-(7) considers dynamics of its COI, which is defined
as follows:

o) = 3 Mwilt) ©)

i~ M

The dynamics of COI(¢) in a system with varying levels of inertia
is presented in Fig. 1. The COI(¢) dynamics depend upon the
overall values of the systems’ inertia. It can not account for
the frequency oscillations of every individual generator, which
may drastically affect the frequency nadir value, as shown in
Fig. 2. The example from Fig. 2 highlights COI(¢) dynamics
for a 10-machine IEEE 39-bus system (red curve) along with
frequency dynamics of two other machines (i.e., black and blue
curves). It is observable that the COI(¢) dynamics gives only
an approximate picture of what happens with frequency on the
individual buses, where it indicates additional oscillations with
multiple minima and maxima.

The COI(t) dynamics are determined by the dominant sys-
tems’ modes (8), which are low-frequency modes primarily
excited by the power imbalance disturbance. In contrast, the
modes with smaller participation factors may affect additional
frequency oscillations at every machine. To achieve a more ac-
curate frequency assessment requires consideration of all system
modes and not just the dominant ones.

A novel frequency majorant is presented in the next section
to address the limitations of the traditional frequency security
assessment.

V. MAXIMAL FREQUENCY DEVIATION ASSESSMENT G (r)

The frequency majorant will provide a uni-modal conserva-
tive lower boundary for the actual multi-extremum frequency of
every machine in the power system. The majorant incorporates
all the system modes, unlike COI(¢), thus providing a more
reliable frequency estimation. This majorant can be used in other
applications, including minimizing power systems’ frequency
variations following disturbances.

To derive the frequency majorant, let us start from the solution
of the system (8). For an initial condition x(0) = 0, the solution

can be written as,
x(t,r) = (AWt _T)A* (r)P™ (10)

Here, 1 is an identity matrix and A" (r) is a Moore-Penrose
pseudoinverse of the state matrix A(r). Next, the eigenvalue
decomposition of the state matrix A is introduced as,

A(r) = S(r)A(r)S(r)*.

Here A(r) = diag(A1(r), ..., A, (r)) comprises of eigenvalues
of A and S(r) is the matrix of eigenvectors of A. Let us now
denote,

H(r) = S(r)A™ (r) diag(S~!(r)P?).
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Matrix H(r) has entries h;; (r). Then, the solution (10) can then
be written as follows,

x(t,r) = (AW —D)H(r)p
— (S()eM AT (r) diang(S ! (1)P) — H(x))p
= H(r) (™ —T)p. (11)

In (11), p is vector of ones. We will now derive the frequency
majorant function as the minimum (in terms of the absolute
value of frequency deviation) of two other functions, namely
M (t,r) and MZ(t,r) with i € N. Both functions M} (¢, 1)
and M?(t,r) provide an estimation of the lower boundary of
the frequency. However, a combination of both functions reduces
the estimation conservativeness.

The first function M} (¢, 1) is derived as a combination of
nonlinear tangents for each mode and gives an approximation
for smaller values over t. The second function MZ(t,r) is
formulated based on exponential dynamics of the system (8)
and gives a good approximation for bigger values over .

Fig. 3 depicts an explicit comparison among the COI dy-
namics, frequency deviations, and majorants for generator 1
of a 10-machine and a 48-machine system, respectively. It is
observable that either of the majorants or their combination
provides a better estimate for the frequency nadir.

To construct the majorant functions, the solution of the system
(8) is represented as a sum of trigonometric functions multiplied
by exponents. It allows us to employ derivatives and trigonomet-
ric functions constraints to formulate tangent-like majornat. The
following notations are used for simplicity,

R(A(r)) = A"(r), S(A(r))=A'(r).
R(H(r)) = H'(r), S(H(r))=H(r).

The first majorant le is defined as follows,

Mi(tr) = [hi;(r)]eh @ min{[a (r)[, 1)

j=1
+ 3 |y (x)lmin {F}(r), F3(r)t}, (12)
j=1

where,
fitr)= it cos(lé- (r)t) — 1,

Fj(r) = sup|f;(rx)|, Fj(r)=sup|fj(rr)]. (13)
7>0 7>0

Here, the right-hand side of the formula (12) is separated into
two sums. The first one is used to approximate the product
of exponents and sine functions of each mode. The second
one is used to match the product of exponents and cosines.
Both approximations are composed of piecewise linear functions
to limit the impact of each mode on the overall estimation.
Furthermore, it reduces the estimation conservativeness. The
second majorant, Mf is defined as follows,

M2 (t,r) = [H(r)|e* ) + |w*|.
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The following theorem present the key point of this manuscript:
Theorem V.1: For the frequency deviation w;(t), ¢ € N the
following inequality holds:
lw;i(t)] < M;(t,r) = min{ M (t,r), MZ(t,r)}.

Proof: Inequality |w;(t)] < M?(t,r), i € N is a direct
corollary of the solution form (11). To show that |w(t);] <
MUl(t,r), i € N the following notation x(t) = x"(t)+
x5(t) is used. Here, x®%(¢) and x°°(t) are defined as,

XM (1) = H (r)e® ™ sin (A (r)t) p,
xS (t) = H" (1) (e ™ cos (AP (r)t) — I)p.

Each of this functions is approximated separately. For x5 (¢)
the approximation is given as,

Z )els ) sin (! (r)t)
Z r)[eX @ min{AL(r)e, 1} (14)
For x{°%(t) the approximation is described as,
[x;°*(t)] = |>_hi; fi(t,r)|.
j=1
Thus, the estimation is given by,
X (8)] < Y i (r)(t, 1))
j=1
<> | (o) min {F}(r), F(r)t}.  (19)

Sum of right hand sides of inequalities (14) and (15) gives
MU(t,r) from (12). Therefore, |x;(t)| < ML(t,r) with i €
{1,...,m} and the theorem is proven. |

The current stage majorants contain 2 m supremums F jl (r)
and .’F?(r), which have to be calculated explicitly in order to
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COI dynamics, frequency deviation, and majorants for the generator 1 of the (a) 10-machine systen and (b) 48-machine systems (Linearized dynamics).

use (12). For this, let us find moments of time ¢} and ¢3" such
that F}(r) = | f;(t5, )|, A3 (r) = [ f}(t}*,r)|. Since cosine is
a symmetric function, without loss of generality it can be as-
sumed that k;- (r) > 0. Note that f;(¢,r) € [0; —2]. Therefore,
the following condition holds,

sup |f;(t,r)| = —inf f,(t,r). (16)
>0 720

Let us now find stationary points of f (¢, r), i.e. the points where
J'(t,r) = 0. In the case when A’ (r) and A (r) are nonzero, the
stationary points are given by,

Aj(r)
arctan — +7k |, ke N.

A (r)
From (16) it can be seen, that ¢, can be a global maximum only if
cos(A%(r)tx) < 0, therefore only odd values of / are considered.
These values of ¢, are spaced by 2, hence all corresponding
values of the cosine function are the same (denoted as ) and
f(tp,r) = ve* ™t — 1 Since the exponent is a monotonically
decreasing function, the first odd stationary point s is the global
maximum. With the addition of the cases with 17 (r) = 0 and
X; (r) = 0, the supremum (13) is reached when,

t= =
A5(r)

+o0, if Mi(r) =0,
t; = l;.(r) - lfA.;(I') = 07
1 Aj .
() (arctan ’( y + 7r) otherwise.

Let us now consider A3 from (13). Here, |f’(t,r)| can be
described as,

[ £5(t,r)| = ( A2 (r )+l§2(r)>

% e";(r)t| COS()»;—Q(I')t —n;(r))l. (17

While,

o ( A5 (r) )
n;(r) = arcsin . .
A2 (r) + A% (r)
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Finally, the stationary points of (17) for nonzero A% (r) and 1 (r)
can be defined as,

1 )J Al
tp = T arctan X (x) + ](r) , + 7k
5 i AR + a2 ()

Note that in (17) the values of | cos(X}(r)ty — n;(r)| are the
same for every k. Thus, similar to the previous case, the first
stationary point corresponds to the value of supremum from (13).
With addition of cases with 17 (r) = 0 and X; (r) = 0 supremum
(13) is reached at:

0, if x;'-(r) =0,
t*»* — Tr;:?(]r()r)7 lf X; (I‘) = 0,
J
1 A 1 :
o) arctan o) + WOk otherwise.

As a result, expression (12) can be written as,

M(tr) = [hi(r)[eX P min{A)(r)|t, 1}
=1

m
+ D I (x) [ {| £ (85, 1), | £5(857 0)lt}
j=1
Despite the bulky formulation of the bound M} (t,r), the
proposed formulation is just a combination of exponential and
piecewise linear functions. Thus, the computational complexity
of this function is rather low.

VI. IMPLEMENTATION

Consider Step 4 of Algorithm 1. It solves a computationally
tractable optimization problem compared to formulation (3).
In this regard, Step 3 formulates a novel frequency assessment
G(r) based on the frequency majorants, as follows,

G(r) (18)

=max max M,(t,r).

1€EN t€[0,tmax]
Before approaching the optimization problem (4), it is necessary
to calculate inner maximums of (18) within a reasonable time
frame. It is noticeable that each M, (¢, r) is a non-differentiable
scalar and uni-modal function. These properties make the golden
section [41] one of the best possible choices. The outer max-
imum is considered over a finite and relatively small set of
generators, eliminating the need for any specialized technique.
Finally, one can solve (4) using the Quasi-Newton method,
as it provides good results for non-smooth optimization [42].
The parameter ¢ was set to as 1072 to make it strictly larger
than machine precision, thereby ensuring the stability of the
differential system (8).

To showcase the effectiveness of the developed assessment
function (18), we will compare it to the direct optimization of
frequency nadir F(r). Similar to (18), nadir is a combination of
two maxima. However, unlike in G(r), the inner maximum is
taken over an oscillatory function |w; (¢)|. As aresult, the golden
section is inapplicable. The direct optimization (3) utilizes the
Branch-and-Bound method with concave overestimators and
Differences of Convex Functions (D.C.) approximation [43].
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Based on trajectory vector w(t, r) derived from the DAE model
(5)-(7), it is possible to directly solve the problem (3) by inte-
grating objective (3) along with condition (4b).

To solve the inner maximum of F(r), we apply D.C. ap-
proximation on the oscillatory functions |w; (¢)|. Let us consider
formulation as,

wi(t,r)w;(t,r) =

In (19), both h;(¢,r) and q,(t r) are convex functions in ¢.
Here, h;(t,r) = w;(t,r) + 1k;(r)t? and q;(t,1) = 1k;(r)t?
To calculate k;(r), we cons1der second order derivative of
w;(t,r) in t. From the (5)-(7), we can obtain this derivative:

hi(t7r) - qi(tvr)a i € N. (19)

Dw;(t

e a1 () cos(S(k; (1))

Z RO (

+B45(r) sin (S (4(r)) 1)) ,
The variables «;; and 3;; from (20) are defined as,
aij(r) = R(A;(r)*R(yi;(r))
= 2R(A;5 () (A (1) (wis(r)) — S(A;(r))*R( 35 (x)))

(20)

Bij(r) = I(1;(r)* (s ()
= 2R(A;(r)) (A (1)) R (w35 (r)) — R(X;(r))* Sy (r)).

af(r) + B7;(r), then, the following
lower bound exists for (20),

2&),' r UL
Peoibr) 5 _ S~ oy, (r) cos (%(Xj(r)t

+ arcsin (m)J); B2 ()t EZL: i(r).

Let us denote v;;(r) =

Hence, taking k;(r) = >_7", 7;;(r) > 0 ensures convexity of
functions h;(¢,r) and q,(¢,r) for all i € N, as shown in [43].
The D.C. decomposition of |w;(¢,r)| has the following repre-
sentation,

r)| = 2max{h;(¢t,r),q;(t,r)} — h;(t,r) — q;(t,r).
ey

The inner maximum of (2) incorporates D.C. approximation of

the oscillatory functions |w;(¢,r)| as (21), and this is solved

using a Branch-and-Bound algorithm.

jwi(t,

VII. CASE STUDY.
A. Comparison of the Assessment and COI Accuracies

Letus proceed to direct numerical verification of the proposed
frequency nadir assessments. Consider four different systems
with increasing complexity and size, namely a 3, 10, 16, and 48-
machine systems [44]. Results for these systems are summarized
in Tables I and II. Information about the maximum frequency
deviations, frequency majorants, and COI values are provided in
Table I, while Table II displays the corresponding relative errors
for both the majorant and COI-based estimates.
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TABLE I

FREQUENCY NADIR AND ITS APPROXIMATION

System

Nadir

Maximal M

Maximal |COI]|

3 machines
10 machines
16 machines
48 machines

418 (467) mHz
330 (337) mHz
312 (405) mHz
338 (420) mHz

449 (509) mHz
395 (459) mHz
406 (488) mHz
476 (572) mHz

379 (434) mHz
226 (258) mHz
116 (133) mHz

60 (68) mHz

TABLE I
RELATIVE ERRORS OF THE MAJORANTS

System M relative error | COI relative error
3 machines 71 % 909 %
10 machines 19 (21) % 31 (32) %
16 machines 30 (20) % 62 (67) %
48 machines 40 (36) % 82 (84) %

Moreover, tests are provided for each system by reducing
the inertia of all generators by a factor of 2/3, showcasing the
majorant approach’s effectiveness in low-inertia power systems.
The results for these low-inertia cases are given in Table I and
Table I, respectively (values in brackets are for low-inertia case).
Table I clearly demonstrates that in both standard and low inertia
cases, the proposed frequency majorant consistently delivers
a more conservative estimate of the frequency nadir than the
absolute value of COL

Table IT highlights the scalability of the majorant approach. It
significantly outperforms COI as the system size increases. For
instance, in the case of the small 3-machine system, both meth-
ods exhibit relatively similar errors, with the majorant providing
aconservative estimate, unlike COIL. However, for larger systems
with either standard or low inertia, COI shows nearly double the
relative errors compared to the derived majorants, even though
majorants consistently provide estimates greater than the actual
frequency nadir. Consequently, the proposed majorants hold
more promising prospects for practical applications.

The next section elaborates on the proposed optimization
problem from step 4 of Algorithm 1 and evaluates its perfor-
mance compared to the approach based on the exact frequency
nadir assessment.

B. Comparison With Direct Nadir Optimization

This section provides a detailed performance of the PILOT
framework, which was validated using the Power System Tool-
box (PST) [6]. As an optimization example, the New England
test case was selected. Although we use a simplified model in our
theoretical analysis and optimization process, the test case for
dynamic performance evaluation utilizes a more detailed power
system model. This comprehensive model includes considera-
tions such as line losses and voltage dynamics enabled by PST.
As for the synchronous generators, instead of the ideal swing
dynamics, 2-axis sub-transient reactance models equipped with
multi-stage turbines are adopted in the simulations. Moreover,
we explicitly model the dynamics of interfacing converters with
the PLL and inner CCL as in [34].

We considered two distinct scenarios for the test case: i) a
standard system without any CIGs and ii) a system equipped
with 10 CIGs operating alongside traditional generation. In both

TABLE III
RESULTS OF NUMERICAL EXPERIMENTS FOR A 10 MACHINES SYSTEMS
Optimization Number of .
CIG control time (s) calculations Nadir values (mHz)
F(r) G(r) | F(r) G(r)| F(x%) FF) F@r%)
No 10 6 530 565 244 122 102
Yes 22 16 968 1055 244 66 64

scenarios, we assumed a partial outage affecting generator 1.
Given the overall damping characteristics inherent in the test
case, the largest frequency deviations transpire around a 20
seconds time frame. This time frame is critical for evaluating the
system’s response to the partial outage and its ability to recover
from the subsequent frequency deviations. However, it is worth
noting that for a weakly connected or less damped grid, the most
substantial-frequency oscillations may occur after the initial 20
seconds.

A summary of the numerical assessment is provided in
Table III. The column labeled “CIG control” indicates the CIGs’
contribution to the primary frequency control. Notably, in both
scenarios, whether CIGs participate or not in the optimization
algorithm, the assessment G(r) based on frequency majorants
consistently yields better results in terms of computational
efficiency and optimal solutions compared to the exact nadir
assessment F(r).

In the case of F(r), the global maximum of each func-
tion |w;(¢,r)|,7 € N is obtained using the Branch and Bound
method with concave overestimators and D.C. approximation.
Convergence of the algorithmic procedure is described in [43].
For optimization of both F(r) and G(r), the vector of the default
control parameters r° is used in the system as a starting point.
The optimal points found by the Quasi-Newton method are
denoted by r’" and r® for F(r) and G(r), respectively.

The time required for the optimization of F(r) is higher
compared to the optimization of G(r) as for every calculation of
F(r), the algorithm has to solve “n” number of D.C. optimiza-
tion problems. On the contrary, for the calculation of G(r), only
golden section computations are performed.

In both scenarios with and without CIG integration, optimiza-
tion of G(r) yields a better optimal solution. Fig. 4 illustrate this
via contour plots of F(r) and G(r). In this representation, all
components of the control vector r are fixed except the first two,
which are free to vary, namely 7; and ro. Assessment F(r) is
depicted in Fig. 4(a), while Fig. 4(b) outlines G(r) as functions
of these two varying control parameters.

Each curve from Fig. 4(a) and (b) corresponds to a
I-dimensional solution manifold of either F(r) or G(r) by
varying the value of r; while keeping 75 fixed, and vice versa.
Fig. 4 clearly illustrates that function F(r) contains multiple lo-
cal optima, such as F(r") and F(r®), among others. This is due
to the fact that F(r) embodies oscillatory frequency trajectories.
In contrast, G(r) exhibits a distinctive global solution, denoted
as G(r“). Since both functions are black boxes, there is no
reliable method of avoiding local optima. Therefore, reducing
the local minima number, as in the case of G(r), may result in
a better optimization solution.
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(b) Function G(r).

TABLE IV
PARAMETERS 7 BEFORE AND AFTER OPTIMIZATION FOR SYSTEM WITH
TRADITIONAL GENERATION ONLY

Generator number
1 2 3 4 5 6 7 8 9 10
r® |20 20 20 20 20 20 20 20 20 20
rF' 267 96 67 58 58 46 46 44 33 30
r& | 60 191 175 139 126 84 76 71 48 35

Gain

TABLE V
PARAMETERS r BEFORE, AFTER OPTIMIZATION AND FOR VIRTUAL INERTIA
CONTROL FOR SYSTEM WITH CIG

Generator number
1 2 3 4 5 6 7 8 9 10
rg a |20 20 20 20 20 20 20 20 20 20

rd [0 0 o 0 0 0 0 0 0 0

vl [207 115 122 91 92 90 90 158 214 94
rfil40 27 24 24 24 23 23 22 21 21
r$, [131 36 113 13 0 112 140 181 84 258
rS 10 27 62 54 49 36 33 32 25 23
r¥d 120 20 20 20 20 20 20 20 20 20
rf 120 20 20 20 20 20 20 20 20 20

Gain

Let us now review optimal solutions for both scenarios ex-
plicitly. Table IV contains control coefficients for the first case,
which excludes CIG participation. A clear qualitative difference
among optimizing G(r) and F(r) is observable. The optimiza-
tion over F(r) increases control coefficients proportionally to
the electrical distance to the disturbance. In contrast, optimizing
G(r) shows that it is more efficient to maintain coefficient rq
for stability considerations. While this constraint reduces the
response of the first generator, it simultaneously ensures the
stability margin required to significantly enhance the control
response of neighboring generators, thereby improving overall
control quality.

Table V presents control coefficients for the second scenario,
where CIGs participate alongside the traditional generation.
Here, the vector r with subscripts “CI” and “SG” denotes the
converter interfaced and synchronous generators. In addition to
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G(r), mHz

m 100 122 T

(b)

Values of F(r) and G(r) for New England system with r;, s = 3, 10 fixed. Purple and red points denote r* and r respectively. (a) Function F(r).
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Fig.5. Frequency deviation for optimized coefficients of generators for system

with synchronous generation only.

proportional control, this scenario also explores virtual inertia
emulation. It considers standard droop control coefficients for
both synchronous generators (rgGI ) and CIGs (r(‘j/ll ). Details of
the droop coefficients for the proportional component of CIG
control are provided in Table V. The coefficient for the derivative
aspect of control, which corresponds to inertia emulation, has
been set to 15 seconds. The goal was to take the highest values
of virtual inertia that can realistically be implemented [45].

As observable, the optimization algorithm automatically re-
distributes the influential control efforts to the CIG and keeps
traditional generation almost unchanged. This strategy leverages
the rapid dynamics of CIGs to mitigate the initial frequency drop
and minimize the deterioration of the conventional generating
equipment.

The post-contingency system dynamic responses for both
scenarios are shown in Figs. 5 and 6. Each curve from these fig-
ures corresponds to the bus with the most substantial frequency
oscillations (frequency nadir) under varying control settings,
notably bus 38 for r%, bus 38 for r¢, and bus 34 for r¥. The
location where the frequency nadir occurs depends on the control
parameters, resulting in distinct curves associated with different
bus frequencies. Fig. 5 depicts the system’s dynamics when
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optimized control gains are applied to synchronous generators
exclusively. Whereas Fig. 6 displays the system’s behavior when
both generation types participate in the proposed frequency
response framework. Fig. 6 also outlines an additional trajectory
representing frequency for bus 38 when CIG incorporates virtual
inertia as part of the control. It is important to emphasize that
the pink curve in both figures represents the system’s response
to the same disturbance when standard droop control gains are
applied.

A significant reduction in frequency deviation is evident in
both scenarios. However, in the first scenario, where control
efforts primarily rely on synchronous generators, the slow tur-
bine dynamics and large control coefficients lead to frequency
oscillations and overshoots, as shown in Fig. 5. In the second
scenario, redistributing the primary control efforts to the CIGs
suppresses these oscillations effectively. It leads the initial de-
viation convergence to a steady state and follows an almost
exponential trajectory, as shown in Fig. 6. Consequently, this
demonstrates the effectiveness of the proposed control strategy
in enhancing system stability and reducing frequency deviations
in the presence of CIGs. Furthermore, it can be observed that
the proposed control approach outperforms the virtual inertia
approach even though inertia coefficients were set to large values
to maximize the effect of emulated inertia.

VIII. CONCLUSION

Large-frequency nadirs pose a significant threat to power
system security and reliability. It can potentially lead to load
shedding and cascading events. Primary frequency control is
deployed to minimize post-contingency frequency deviations,
particularly in grids with sufficient inertia. However, as CIG
penetration grows, large frequency nadirs are expected due to
reduced inertia levels. As a result, traditional frequency con-
trol struggles to respond effectively to frequency excursions in
low-inertia systems with significant CIG integration.

This work presents a novel ‘“Piece-wise Proportional and
Location-sensitive Primary Frequency Control” (PILOT) frame-
work. This framework is tailored to the specific contingency and
spatial characteristics, which calculates and distributes propor-
tional controller gains to achieve maximum efficiency of con-
trollable generators without loss of stability. Such a data-driven
approach allows a proportional control embedded in control
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discontinuity, resulting in rapid control actions necessary for
the low inertia systems.

The PILOT framework incorporates a novel frequency ma-
jorant assessment to overcome the limitations associated with
the COI model and exact nadir-based assessments. This ap-
proach provides a unimodal conservative estimate of the multi-
extremum frequency of each machine, taking into account all
system modes. Moreover, it facilitates computationally tractable
optimization, reducing the computational complexity and bur-
den compared to exact nadir assessment.

The framework employs an indirect nadir optimization ap-
proach for each credible contingency scenario, pre-computing
optimal control gains. This allows for real-time operation with
minimal demands on information and communication infras-
tructure. The optimization algorithm comprises entire system
dynamics, considering factors such as the electrical distance to
the disturbance and the specific type of controlled generation
(e.g., converter interfaced, synchronous, or turbine-based). The
goal is to optimize frequency control actions for maximum
efficiency in addressing various system conditions.

The proposed control algorithm is versatile, accommodating
both synchronous and CIGs. It represents an extension of propor-
tional controllers, offering a gradual implementation approach
within modern power grids. The numerical results highlight the
effectiveness of this primary frequency response in low inertia
power systems, encompassing both conventional and CIGs.
The control scheme demonstrated a notable 49% reduction in
nadir deviation and a 30% reduction in the transient period.
Furthermore, the results indicate that optimizing droop control
gains based on CIG characteristics, such as their location and dy-
namics, enables CIGs to effectively assume primary frequency
control functions, contributing to the stability of power systems.
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